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Abstract

This paper examines the relationship between climate change, rising urbanization rates, and regime types in the countries of sub-Saharan Africa (SSA). This project uses the national-level ND-GAIN (Notre Dame Global Adaptation Initiative) score and a selection of its sub-variables. The ND-GAIN score is a composite index that grades a country’s vulnerability to climatic disruptions [exogenous] as well as its readiness in terms of adaptation investment [endogenous]; sub-variables used here include Governance Readiness, Vulnerability, and Adaptive Capacity. Data are used for all 49 SSA countries, over the years 1995-2016, in a set of panel regression analyses to empirically support the literature that links climate change to decreased agricultural viability and, as a result, increased urban growth rates. It also offers the unique finding that democratic regimes (measured by Polity IV) tend to be better prepared for climate change than are their autocratic counterparts. This is explained by the rural bias theory, whereby democratic governments are expected to be more responsive to rural constituents. This project also offers a series of interaction terms to explore the nuances and dynamics of ND-GAIN climate scores, agricultural productivity, urbanization, and regime type. Findings suggest that democratic regimes are especially dedicated to improving climate change adaptability when agriculture is very important to their economies. Results also suggest that democratic governments respond to rising urbanization rates by improving their climate change adaptability. Policy recommendations include designing policies similar to those enacted by the country models of Rwanda and Botswana.


Introduction

This project seeks to examine how climate change is making agriculture a less viable source of income in the nations of sub-Saharan Africa (SSA), how this is contributing to the increasing urbanization rates across SSA, and how different government types are responding to this. The first goal is to provide supporting evidence of the relationship between climate change and urbanization in SSA, and to investigate the contexts in which this relationship is strongest (e.g., in contexts where agriculture is especially important to the economy). The next step, and the most unique contribution of this project, is to then look at how different regime types are responding to the phenomena of climate change and urbanization in different ways.

SSA is especially vulnerable to the adverse effects of climate change because (1) the high dependence of the economy on agricultural, which is itself dependent on rainfall (i.e., lack of irrigation), and (2) a limited capacity to adapt (Collier et al. 2008; Cook 2018). Climate change has exacted an especially harsh toll on agriculture in Africa, and this, in turn, has sparked massive rural to urban migration (Barros et al. 2006). As agriculture becomes less viable as a source of income due to volatile rainfall and other climatic irregularities, rural residents flee to cities in search of new employment. Yet, many cities in SSA are ill-prepared to support and incorporate these rural-to-urban migrants, and this leads to its own set of challenges in the urban areas.

Climate change is thus predicted to reinforce a host of existing problems across SSA. This includes increasing poverty and hunger, depleting water sources and increasing the prevalence of droughts, reducing crop yields, increasing the spread of disease-carrying insects, adding further stress to poor infrastructure, raising displacement rates and expanding slums, and augmenting obstacles of low state capacity. Nonetheless, certain adaptation strategies may help to mitigate these negative effects (WESO 2018).

Regime type may be an important factor in the adoption of such adaptation strategies. This logic follows Bates (1981, 1993), who posits that leaders in democratic regimes will be incentivized by electoral competition to be most concerned about problems affecting the areas where the largest portions of the population (and thus highest percentage of voters) reside—and in SSA, this typically means rural areas. By contrast, leaders in autocratic regimes will be most concerned about, and thus favor, urban residents, as they pose the biggest threat of rebellion, coups, etc. since these residents tend to be better educated and have greater potential for collective action.

Based on this theory of rural biases among democracies, it is expected that more democratic governments will respond to concerns over changing climates among their constituencies in the rural, agricultural areas than will their authoritarian counterparts. State capacity is likely another important governmental factor necessary for implementing policies and strategies for climate adaptation. 

There has been a long-standing debate in the literature between the “institutions hypothesis” (Acemoglu et al. 2000; Easterly and Levine 2003; Rodrik, Subramanian, and Trebbi 2004) and the “geography hypothesis” (Diamond 1997; Sachs, Mellinger, and Gallup 2001; Collier 2007). A few studies have incorporated greater complexity and dynamism into their theories of geography and institutions (see for example: Dell, Jones, and Olken 2009; Parent and Zouache 2012), yet there remains a dearth of research on precise interactions between institutions and geography, which inevitably interact and have profound consequences for human populations and for the environment.

This study hopes to help fill that gap by providing (1) an examination of urbanization in SSA that results, in part, from climate vulnerability and lack of adaptive capacity in highly agricultural areas, and (2) an analysis of how political regimes in SSA are reacting and responding to climate change and urbanization. While there are a number of studies that focus on the varied problems caused by climate change in Africa, there has been little research conducted on how different government types and political institutions are responding to these problems. Moreover, scholars tend to prescribe ambitious policy recommendations for combatting the adverse effects of climate change, yet they do so without consideration of political incentives or motivations. A better understanding of how political factors interact with climate change and urbanization is therefore needed. 

The following pages will first provide background information on climate change and urbanization in SSA. Next, the data and methodologies used in this project will be explained. A theoretical section will follow, outlining why regime type will likely matter for climate change preparedness. Results and findings will be presented in the analysis section. Within the analysis section, this project will first endeavor to confirm the effects of climate change on urbanization in SSA, and it will provide support that this is occurring in some contexts (e.g., in highly agricultural-dependent economies) more than in others. Subsequently, the analysis section will show that democratic regimes tend to be better prepared for the adverse effects of climate change. This paper will then conclude with a brief summary, an overview of some possible adaptive strategies, and, finally, policy recommendations will be offered, with focus on the model countries of Rwanda and Botswana.


Background: Climate Change in SSA

SSA is already, and will likely to continue to be, more severely affected by climate change than are any other region (Collier et al. 2008; Barrios et al. 2010; Henderson et al. 2017; Cook 2018). SSA is especially hard hit by the effects of climate change due to a number of factors. Geographically, the African continent is unfortunately highly susceptible to the adverse effects of climate change. For example, the continent on average is warming faster than the global average. There is, however, important variation across the continent, as some areas of Africa are getting wetter and others are getting drier (Collier et al. 2008). Other geographical disadvantages include fragile soils, which have difficulty retaining moisture (Barrios et al. 2006; Mastrorillo et al. 2016), and the high degree of endemic diseases (Collier et al. 2008; Annez et al. 2010; Serdeczny et al. 2017).

African economies are also overwhelmingly dependent on agriculture, which accounts for approximately 60% of employment and, in some cases, over 50% of a nation’s GDP (Collier et al. 2008), yet a majority of the continent lacks widespread irrigation systems, leaving farms and farmers largely dependent on rainfall (Barrios et al. 2006; Collier et al. 2008; Henderson et al. 2017; Amuakwa-Mensah and Adom 2017). Indeed, only about 4% of agricultural land is irrigated across SSA, compared to the global average of 18% (You et al. 2010). As a result, even merely a few days of excessive temperatures during the flowering season can drastically affect wheat, fruit, groundnut, and soybean yields (Collier et al. 2008). 

Agricultural productivity in SSA is expected to become increasingly unsteady and unpredictable as climate volatility rises, and this will expose evermore people to poverty. Estimates from Tanzania predict that between 90 thousand (0.26% of the population) and 1.17 million (3.4% of the population) additional poor will result from climate-induced poverty in the 21st Century (Ahmed et al. 2009). 

Moreover, many of those working in the agricultural sector in SSA are small-scale or subsistence farmers, rendering them particularly vulnerable (Morton 2007; Collier et al. 2008). Given the informality of these types of farmers, the effects of climate change on their livelihoods and behaviors will be difficult to monitor and predict, and they may likely be locally specific. Other rural industries that offer alternative vocations may also be underdeveloped, thereby limiting the available options.

Extreme climatic events, such droughts and floods, are also on the rise, and they bring their own forms of devastation. In the coming years, it is predicted that droughts will force marginal agriculture out of production is many regions (Collier et al. 2008). The increased presence of droughts, depleted water sources, uncertain crop responses to changing climates, and fluctuating food prices (particularly staples grains) make exacerbated poverty, hunger, malnutrition and poor health likely ramifications of climate change (Ahmed et al. 2009; Annez et al. 2010; Serdeczny et al. 2017).

Conflict may also be triggered by climate change, especially as natural resources (e.g., freshwater and viable land) become more scarce. While Hendrix and Salehyan (2012) contend that organized political violence may in fact be reduced in the presence of resource scarcity—since larger-scale military operations require water and food abundance, not scarcity, in order to meet the basic needs of soldiers—droughts, famine, and the like may spark disjointed, smaller-scale, and informal fighting. For example, conflicts between nomadic herders and famers over the use of land has risen as the negative effects of climate change become felt more severely; Somalia and Nigeria, for instance, have seen land-related conflicts rise between different tribes (Kuele and Miola 2018; Nugent 2018). However, contrary to the neo-Malthusian conventional wisdom that environmental and resource scarcity will inevitably lead to conflict, Gizelis and Wooden (2010) maintain that political institutions, particularly democratic institutions, are able to mitigate the likelihood and incidence of scarcity-induced conflict (the role of political institutions as a mitigating factor will be discussed in more depth later on).

In general, the economic and political contexts in most SSA countries lack the capacity to sufficiently protect their citizens against vulnerability to the adverse effects of climate change (Barrios et al. 2006). In most countries, government safety nets and securities against shocks to protect citizens remain very limited or even nonexistent (Barrios et al. 2006). This, in part, stems back to a lack of resources—whether due to limited funds, corruption, or both—being devoted to such securities (Collier et al. 2008). The lack of safety nets leaves those at the greatest risk of livelihood loss with little hope. Furthermore, the lack of property rights protection may lead to “tragedy of the commons” situations regarding environmental management (Barrios et al. 2006).

These factors make African populations and economies more acutely exposed to climatic variations, despite the continent’s negligible contributions to the global carbon emissions problem. Thus, while other regions’ environmental focus is often on the reduction of carbon emissions, SSA’s immediate concern is adapting its modes of production to an increasingly precarious environment and uncertain set of opportunities (Collier et al. 2008). 
 

Migration and Urbanization

Urbanization has spiked across SSA in recent years, and much of this has been attributed to rural-to-urban migrations induced by climate change (Barrios et al. 2006, 2010; Backhaus et al. 2015; Henderson et al. 2017). Barrios et al. (2006), in investigating the role climate change plays in urbanization patterns, use rainfall as a proxy for climate change, and, importantly, they find that rainfall variation, and climate change more generally, have affected urbanization rates in SSA but not in the rest of the developing world. While there are certainly multiple causes contributing to the increased urban influx across SSA, many scholars agree that climate change is among the most important drivers of rural-to-urban migration (Warner 2010; Black et al. 2011; Seto 2011; Parnell and Walawege 2011; Backhaus 2015). 

These rural-to-urban migrants have been labeled “eco refugees” or “environmental refugees,” as they flee their rural homes due to socio-economic strains resulting from changing environmental conditions. Yet, as climate-induced rural to urban migration exceeds the “natural” growth rate of cities, urban destinations often lack the capacity to absorb the massive influx of new people, in terms of employment, housing, infrastructure, etc. (Parnell and Walawege 2011).

Brighter economic prospects may motivate migration to urban areas even when these areas have high unemployment and poverty rates, as migrants may base their decisions to move on expectations of better incomes. Even when urban destinations suffer from high unemployment and poverty, these perceptions may still motivate rural to urban migration. Many migrants believe (perhaps in vain) that cities will offer more economic opportunities, including jobs, education, and basic service provision (Barrios et al. 2006). Thus, while the rural, agricultural areas in SSA are at the greatest risk of the damaging effects of climate change, the urban destinations of the “eco refugees” are beginning to buckle under the pressure of the population influx, thereby emerging as the indirect locational casualties of climate change. 

Urbanization without the supporting infrastructure may in fact reinforce the negative effects of climate change (Zhu et al. 2007), such as the spread of disease, the rise of inequality and unemployment, and the increase of poverty and hunger. Douglas et al. (2008) emphasize the vulnerability of the urban poor in Africa to the negative effects of climate change, as they typically live in the slums with poor infrastructure (unpaved roads, lack of indoor plumbing) and as they already struggle to compete for jobs with limited education or skills training. For instance, many major African cities—like Kinshasa, Lubumbashi, Kigali, and Dakar—have children begging or selling small goods (candy, produce, data cards for cell phones) in the streets, rather than in school, and these children have to compete with adults engaged in similar activities.

Flooding, in particular, poses a dangerous threat to African urban dwellers. Most cities are ill-equipped to handle increasingly volatile rains, and this problem is compounded by rural migrants flocking to cities in order to flee their own climate-related troubles. During floods, local urban authorities tend to focus attention on the commercial and wealthier areas of towns and cities, leaving poorer communities to fend for themselves (Douglas et al. 2008; Collier et al. 2008). Insufficient resources and funding are key issues, of course, but there are also fundamental political and institutional factors that impede adequate adaptation policies and measures from being adopted by local governments. 


Push and Pull Drivers of Urbanization

Rural-to-urban migration is likely a combined product of both push and pull factors, but does one outweigh the other? One hypothesis presented here is that climate change functions as a powerful push factor in urbanization across SSA—that is, climate change is posited to be a stronger driver of urbanization in SSA compared to pull factors, such as industrialization or urban labor demands.

The standard pull factors drawing rural migrants into cities are based on the attraction of existing (or perceived) advantages and opportunities that urban areas offer over those in rural locations. As Barrios et al. (2006) suggest, even though there tends to be persistent unemployment in urban areas, the perception of economic opportunities encourages rural people to flee to cities with hopes of obtaining employment. Other pull factors include better service delivery and relatively higher economic prosperity (Annez et al. 2010; Parnell and Walawege 2011), human capital investment and trade opportunities (Henderson et al. 2017), and resource rent windfalls, which are typically spent in cities (Gollin et al. 2015; Henderson et al. 2017).

Rural-to-urban push factors are based, not the appeal of cities, but on the unviability of the countryside. As Annez er al. (2010: 222) state, “[u]rbanization in Africa is ‘flight,’ reflecting choices made under duress, rather than migration to unduly attractive cities.” Such push factors include water shortages and displacement from conflict and civil war (Barrios et al. 2016; Henderson et al. 2017), land degradation and lack of alternatives to agricultural sector employment (Parnell and Walawege 2011), and poor rural infrastructure (Collier et al. 2008; Henderson et al. 2017). A growing body of literature also points to climate change as a push factor driving rural residents into the cities, and a number of empirical studies have found supporting evidence that climate change and its resulting adverse effects are indeed among the main push factors spurring rural-to-urban migration (Barrios et al. 2006, 2010; Backhaus 2015; Mastrorillo et al. 2016; Henderson et al. 2017).

While this project will focus on climate change as one of the primary push factors inducing rural-to-urban migration across SSA, Parnell and Walawege (2011) offer the important reminder that climate change is not an isolated driver of rural-to-urban migration, but rather interacts with many other drivers. They suggest that migration is not simply a steady flow of rural migrants into cities, but that it rather follows a circular, oscillating, and often dynamic pattern. As they put it, “[s]implistic notions of push and pull models of migration and urbanization belie the great complexity of human movement and settlement in Africa” (Parnell and Walawege 2011: 1). In their view [P&W], many push and pull factors interact. For example, if and when urban areas prove inadequate at providing jobs, migrants may return to their rural homes. Moreover, conflict is certainly not limited to rural areas, and so urban conflict and political instability may in fact induce people to migrate out of cities. In short, people likely move both directions to some degree.

Temporary relocation may also be common, and can be due to short-term food shortages or crop failures. There may also be informal networks of migrants linked into perpetual motion; for example, traders in the informal production of charcoal may spend much time in the urban areas, but may still consider their rural lodgings to be their true homes. Furthermore, certain family members may move to mining areas for work, or to cities for university educations, for extended but ultimately limited periods of time. Serdeczny et al. (2017) further suggest that migrants sometimes initially move into informal settlements, and there they can be exposed to a variety of risks—such as higher incidence of hunger and infectious diseases—which may proven to be even worse compared to their place of origin. This could make migration temporary, even in cases where the migrant did not expect to return.

Even in the presence of powerful push and pull factors, mobility constraints likely limit their impact. For instance, remoteness and distance from urban centers, lack of roads and transportation, and lack of financial resources may dampen migration rates, even if the push impulses are there. As Mastrorillo et al. (2016) point out, while climate change is an especially strong push among lower-income individuals and agricultural workers, the most vulnerable among them may be the least able to afford migration. This, along with incidences of temporary migration, should therefore be kept in mind as caveats when examining rural-to-urban migration patterns. Nevertheless, urbanization across SSA is indeed rising, so it is worthwhile to look at what happens in cities as their populations expand. The following section will discuss this.


What Happens in Cities?

What happens when rural migrants move to cities? The short answer is: it depends. Some scholars insist that a city’s prior level of industrialization is the most important factor; specifically, more industrialized cities will be better equipped to absorb rural-to-urban migrants (Barrios et al. 2006; Henderson et al. 2017). Thus, whether cities will be able to successfully absorb migrants depends on the existing urban sector of the cities into which rural migrants are moving. Barrios et al. (2006) offer two urban scenarios: one, where there is demand for labor in manufacturing export sectors, and two, where the primary sector is servicing and supplying goods for the surrounding rural areas. In the first context, rural migrants are more easily absorbed, as they are more likely able to find work; in this scenario, the city’s overall income will increase. In the second context, rural-to-urban migrants with not only deplete the demand for goods and services produced in the urban areas, it will also flood the job market, thereby doubly undermining the chances of successful absorption; in this scenario, overall income will decrease.

Henderson et al. (2017) similarly find that cities in SSA are only able to successfully absorb rural migrants and the additional supply of labor they bring when the urban district is industrialized. Yet, many cities in SSA lack extensive industrialization (only 20-25% in their sample), and are thus unable to adequately absorb migrants. This partially explains why urbanization in SSA does not correlate with increased economic growth or incomes, as it tends to do in other regions (Annez et al. 2010). Instead, urbanization is occurring in a “second-best” context, rather than a “first-best” scenario whereby real demand for labor is the primary pull enticing migrants to cities. 

Many scholars therefore argue that advancing industrialization and sector diversification away from agricultural dependence may prove to be among the most important policy responses to climate change in SSA (Barrios et al. 2006; Collier et al. 2008; Seto 2011; Henderson et al. 2017). Collier et al. (2008) encourage SSA governments to respond to climate change primarily by cultivating business-friendly environments—i.e., through the provision of information, incentives, and infrastructure investments. Seto (2011) maintains that the biggest challenge going forward will involve augmenting the skills of the labor force and promoting technological innovation and adoption. Fostering economic growth in African cities “will require substantial investment in education and capacity building and the ability of urban centers to absorb the migrant labor pool” (Seto 2011: S94). Yet, as will be discussed in the following section, urbanization in SSA has not overwhelmingly corresponded to economic growth.

Another element to consider is ethnic fractionalization. Migrants who travel to areas without ancestral linkages may be excluded from certain types of jobs, particularly those that generate higher incomes. Being “non-autochthonous” implies a lack of legitimate right to the resources and benefits of the location, and this often extends to jobs, patronage, and political offices (Jackson 2006; Gobbers 2016). Moving from one’s place of origin may thus be risky beyond logistical concerns; relocating to a new area may present compounding challenges of being considered an “outsider,” even if the migrant does not leave her own country but merely moves to a new province or territory.

However, according to Green (2013), urbanization may in fact alleviate ethnic exclusion, as urban areas tend to naturally be more diverse. Green finds that urbanization is associated with greater attachment to national over ethnic identity. This is inspired in part by exposure, education, and nationalist propaganda. Moreover, and most importantly, urbanization removes the isolation of rural areas, which is a key driver of ethnic fractionalization. Migrants to urban areas will tend to assimilate into larger and/or broader ethnic groups in order to gain security and perhaps even prestige, Green argues. Thus, over time, higher levels of urbanization should contribute to lower levels of ethnic diversity. Green uses the analogy of Russian (Matryoshka) dolls to describe the various layers of ethnically based identities present in a given person. Upon migrating to a city, one will likely shift the primary identity from a smaller to larger “doll,” thereby contributing to a process of homogenization and a diminishing of non-autochthonous exclusion. Yet, as we have observed around the world, an influx of migrants looking for jobs in contexts of high unemployment and limited resources tends to spark anti-migrant reactions and a rise of “outsider” vs. “insider” sentiments.


Lack of Economic Growth with Rising Urbanization

Historically, urbanization has corresponded to an increase in economic prosperity. This has predominantly been due to the fact that urbanization in such cases has been sparked by industrialization or technology revolutions and the concomitant demands for labors—that is, cities have pulled people in from the surrounding countrysides with realistic employment opportunities and financial incentives. The recent surge in urbanization across SSA, conversely, has been largely based on push factors, many of which stem from the adverse effects of climate change (volatile rainfall, droughts, lower crop yields, higher foods prices, uncertain incomes, increases in hunger and poverty, etc.). Since a demand for labor is not the principal driving force bringing people to cities, rural residents may flock to cities with aspirations of finding better employments, but these hopes are not always fulfilled. As a result, urbanization in SSA, often far from ushering in economic booms, has instead in many cases brought higher incidences of unemployment, homelessness, urban poverty, and stress on already poor urban infrastructure.

Thus, while SSA is urbanizing faster than any other region in the world (Resnick 2012), this has been accompanied by only limited industrialization and economic growth. As stated, many cities in SSA lack the capacity to absorb the massive inflow of new people, on the one hand, and they lack the capacity to manage their own climate-induced challenges, on the other. 

Figure * shows the upward progression of the percent of the population living in urban areas for all SSA countries over the years 1960 to 2017. Djibouti stands out as having an early spike in urbanization between 1960 and 1980, and Gabon stands out as currently having the highest percent of its population living in urban areas.
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Figure ** presents the relationship between urban population (percent of total) and GDP per capita (in current US$); aside from the outlier of Gabon, there is no strong correlation between the two. Figure *** shows the relationship between GDP per capita and urban growth rate; here, there is virtually no observable relationship. In both Figures ** and ***, Equatorial Guinea even stands out as increasing its GPD per capita impressively over the years while keeping a fairly steady urban population rate[footnoteRef:1]. The lack of correlation between urbanization and economic prosperity makes the escalating rates of urban growth across SSA highly concerning. [1:  Equatorial Guinea’s GDP per capita spike begin in the second half of the 1990s, following a discovery of oil reserves in 1994.] 
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So, Why Should We Care?

Climate change is fundamentally a global problem, and the effects are not restricted to any borders. Accelerated urbanization is only one of the many ways in which SSA is experiencing the effects of climate change. Urbanization that is not motivated by labor demands and corresponding economic prosperity is almost certainly fated to exacerbate existing problems rather than alleviate them. The tragic irony is that SSA is responsible for only a minuscule amount of the greenhouse gas emissions that have led to climate change as we know it today, yet SSA is suffering the effects in many ways worse than any other region. The limited capacity of SSA governments to adapt and respond to climate change has led a number of humanitarians and scholars alike to declare it the responsibility of wealthy nations (who have benefited from and contributed most to climate change) to help suffering developing countries in their adaptation strategies, both financially and technologically (Collier et al. 2008; Cao et al. 2010; Liu 2015; Owoeye 2016).

Beyond the humanitarian argument is the global economy argument. SSA nations have the potential to be powerful producers and consumers, and the global market will certainly suffer as SSA remains mired in situations of poverty and environmental degradation. Moreover, there has been a strong reaction against immigrants and refugees around the world. While this project focuses on internal migration related to climate change, there is also a large outflow of “eco refugees” who flee to other countries. Yet, the rise of extreme rightist and nationalist movements in Europe, the United States, and elsewhere has made much of the world inhospitable to refugees of all kinds, and this includes “eco refugees.” Paradoxically, the rightist movements that rally against incoming immigrants and refuges and encourage policies to block them also tend to deprioritize, or altogether deny, climate change as a global affliction that demands global solutions.


Analysis: Data and Methodology

This project incorporates data from all 49 SSA countries, given data availability. Some variables provide data as far back as 1960 (e.g., urban population), however the central climate variable used here provides data from 1995 to 2016. This climate variable is ND-GAIN (Notre Dame Global Adaptation Initiative); it is a composite index that scores a country’s vulnerability to climatic disruptions [exogenous] as well as its readiness in terms of adaptation investment [endogenous] (Chen 2015). A higher overall ND-GAIN score is preferable (meaning the country is better prepared and/or less vulnerable). Among SSA countries, it ranges from 16 (Somalia) to 56 (Mauritius). Norway currently possesses the highest worldwide score at 76.

Vulnerability is defined as the “propensity or predisposition of human societies to be negatively impacted by climate hazards,” and is based on measures of exposure, sensitivity, and adaptive capacity (Chen 2015: 3). Six sectors are taken into account for vulnerability: ecosystem, health, food, water, human habitat, and infrastructure. Adaptive capacity is a component of the Vulnerability score that is isolated in this project, and it is defined as the “ability of society and its supporting sectors to adjust to reduce potential damage and to respond to the negative consequences of climate events” (ibid.: 4). These variables range from 0-1, with higher scores being worse (i.e., indicating higher vulnerability and/or lower adaptive capacity).

Readiness is defined as making “effective use of investments for adaptation actions thanks to a safe and efficient business environment,” and is based on economic, governance, and social components (ibid.). Governance readiness is a component of the Readiness score that is isolated in this project, and is defined as the “stability of the society and institutional arrangements that contribute to the investment risks,” and is a measure of “governance capacity” (ibid.). These variables also range from 0-1, with higher scores being better (i.e., higher levels of governance readiness).

The World Bank provides data for: urban population, urban population growth rate, foreign direct investment (FDI), gross domestic product (GDP) per capita, industry value-added, agriculture value-added, unemployment rate, and resource rents.

Polity IV is used as a measure of regime type. It is a scale of -10 to 10, with 10 representing the most democratic governments, and -10 the most autocratic governments. The use of this variable is supported by a number of other similar studies that examine regime type in SSA (Gizelis and Wooden 2010; Adams et al. 2016 [use Polity 2]; Amuakwa-Mensah and Adom 2017).

Afrobarometer 2016 supplies responses to survey questions about climate change[footnoteRef:2]. Travels through the Democratic Republic of the Congo, Senegal, and Rwanda (between 2016-2018) provide supplementary support, including interviews, anecdotal stories, and photos. [2:  Countries included in this sample: Benin, Botswana, Burkina Faso, Cabo Verde, Cameroon, Côte d’Ivoire, Eswatini, Gabon, Gambia, Ghana, Guinea, Kenya, Lesotho, Liberia, Madagascar, Malawi, Mali, Mauritius, Namibia, Niger, Nigeria, Sao Tome and Principe, Senegal, Sierra Leone, South Africa, Sudan, Tanzania, Togo, Uganda, Zambia, Zimbabwe (Tunisia has been excluded, as it is not in SSA).] 


This project uses the above data in a series of panel regression analyses, controlling for country and year fixed effects (tables with year fixed effects are available in the Appendix). Interaction terms are also used to provide more nuanced and dynamic analyses of the relationships among the variables under investigation.


HYPOTHESES:
1. Higher vulnerability to climate change will push people into the cities, especially in countries with larger agricultural sectors.
2. Higher Climate (ND-GAIN) and Governance Readiness scores will mitigate the rate of urbanization in a given country.
3. More democratic governments will respond to citizen concerns, especially in rural areas, and be better prepared to adapt to climate change.


Theory: Why Democracies will be Better Prepared for Climate Change

There are a number of reasons why democratic regimes may implement better adaptation strategies for climate change. For example, international organizations and donor agencies may prefer, either explicitly or implicitly, democracies, and as a result they may send more environmentally-targeted aid or may implement more programs related to climate adaptation in those countries. Or, democracies may simply be more likely to embrace normative values of environmental protection. There may be some truth to these ideas, however the theoretical focus of this project is the now longstanding assumption of a rural bias among democratic governments in SSA and of an urban bias in autocratic governments. This theory was originally promoted by Bates (1981, 1993) and has since supported by many other scholars of African politics and political economy.


Urban vs. Rural Biases 

It has long been argued that, among the SSA nations that adopted multiparty democracy beginning in the early 1990s, the introduction of political competition has redirected the attention of political elites from urban to rural constituents (Bates 1981, 1993; Stasavage 2005; Raleigh 2014). Previously, authoritarian governments favored urban residents, as they possessed a stronger credible threat of protests and coups. Multiparty democracy, in contrast, has directed vote-seeking politicians’ attentions toward rural areas, where the majority of the population continues to live despite the ever-growing urbanization rates. Rural communities boast the population numbers that appeal to vote-seeking democratic politicians, whereas authoritarian regimes seek to appease urban communities that pose greater threats of anti-government collective action.

Of course, demographic balances do shift over time. Will urban area begin to attract greater attention of democratic leaders as their population numbers rise? Resnick (2012) explains how Africa’s urban poor are increasingly becoming a key constituency for opposition parties, and she notes that such opposition parties have gained many electoral wins at municipal levels (particularly with city councils). Yet, Raleigh (2014) points out that these councils have been rendered ineffective by being denied funds from the central government. Moreover, she suggests that democratic political elites are trying to maintain power by actively suppressing the rising political potential of growing urban populations. This includes tactics that disenfranchise migrants and the urban poor, such as vote buying, gerrymandering, and requiring migrants to return to their rural home villages to vote. 

These factors help explain the lack of attention given to the urban poor and migrants, despite their growing numbers and their litany of pressing needs. It may also help explain why urbanization in SSA has not yet been accompanied by large-scale industrialization efforts, which would conceivably benefit current urban residents and help cities absorb “environmental refugees.” If urbanization rates continue at their current pace, city populations may indeed hit a critical mass and reach a demographic tipping point, whereby democratic governments may pivot their attention away from the countryside and toward their urban constituents. But for now rural populations still vastly outnumber urban dwellers in numerical terms.

For the time being, the rural bias embedded in democratic regimes seems to hold strong. This suggests that the more democratic governments in SSA will likely devote greater resources toward the alleviation of climate-related hardships in rural areas and will overall be better prepared for the effects of climate change. The basis of the rural bias theory is that democratic leaders will listen to and actively work to address the leading concerns of their rural populations. There is mounting evidence that climate change and its associated problems are priorities among the agricultural constituencies in SSA, as will be discussed below.


Regime and Environment

Climate change is projected to continue to be a contributing factor in accelerating urbanization across SSA. This project first seeks to provide supportive evidence that climate change is in fact among the drivers of rising urbanization rates across SSA. Additionally, it also seeks to incorporate the political element as a mitigating factor that can intervene in the relationship linking climate change to urbanization. As relatively low greenhouse gas emitters, SSA nations have little control over their environmental susceptibility to the effects of climate change, yet can governments do anything to possibly mitigate the adverse effects by, for example, investing in adaptation strategies? 

Democratic regimes are likely to be more responsive to citizen concerns over income and employment disruptions attributable to climate change. The rural bias among democratic governments in SSA should make officeholders and policymakers attuned to the concerns of rural residents, most of which are employed in the agricultural sector. As climate change disrupts long-standing rainfall patterns—sometimes to severe degrees with droughts or floods—rural citizens will make demands for policy responses, particularly in democratic nations where they have more reason to believe their complaints will be heard. State capacity will also matter for the ability of governments to achieve policy and adaptation goals.

Democratic regimes in SSA tend to be overall more conscious of environmental protection issues. Generally, democratic nations produce fewer C02 emissions compared to non-democratic regimes, and democratic governments are also more likely to enact pro-environmental policies (Adams et al. 2016; Amuakwa-Mensah & Adom 2017). The presence of strong rule of law institutions will enable better enforcement of environmental regulations (Amuakwa-Mensah & Adom 2017) and democratic regimes are also more likely to agree to international environmental agreements (Adams et al. 2016). 

It is argued that this is due to the fact that democratic leaders will respond to and be held accountable by citizens concerned about environmental degradation. In democratic regimes it is the median voter who decides on environmental policies, and the median voter will prefer stricter environmental policies, since she will not bear the highest costs of stringent environmental policies (rather, it will be economic and political elites who bear the brunt of these costs) (Adams et al. 2016). Amuakwa-Mensah & Adom (2017) argue that the “pollution haven hypothesis”—which suggests that international corporations will leave their home countries where environmental regulations are strict, and relocate to developing countries where environmental regulations are weak, hence polluting the host countries—can be effectively prevented by good intuitional settings (that is, democratic regimes with high capacity and rule of law). Adams et al. (2016) maintain that the ability of democratic institutions to moderate the negative effects of climate changes translates to urbanization as well, as urbanization in democratic contexts will likely be accompanied by pro-environment policies.

Gizelis and Wooden (2010) go further to argue that political institutions are a mitigating factor in the relationship between environmental scarcity and conflict. They construct an interaction term with Polity IV, environmental variables, and the probability of conflict. They find that conflict resulting from environmental scarcity is more likely in contexts of low state capacity and non-democratic governance. They argue that democratic governments are more responsive to citizens’ anxieties over resource scarcity and other environmental concerns. They also argue that democratic governments are better at resolving conflicts—including conflicts over water scarcity, for instance—both domestically (with court systems) and internationally (with diplomacy versus war).

There is good reason to believe that citizens in SSA nations are voicing complaints about climate-related problems to their representatives in office. Interviews and conversations with citizens from the Democratic Republic of the Congo, Rwanda, and Senegal (2016-2018) provide supporting evidence that people are indeed recognizing changing climate patterns, particularly with regard to rainfall. When asked whether climate change is noticeable, a wide variety of locals—from politicians to academics to average citizens—reported recognizing that climate change / global warming is indeed occurring, and that it is having negative impacts on their societies.

Survey data from the 2016 Afrobarometer demonstrate that respondents (on average across the countries in the sample) not only recognize but also have strong concerns about the effects of climate change (see Table**). On average, about 58% report having previously heard about the term “climate change” (compared to 39% who have not); 77% believe that climate change needs to be stopped (vs. about 23% who do not); approximately 51% consider the climate to be worse or much worse than it was 10 years ago (compared to 17% who view it as the same and 18.6% who view it as better or much better); and around 70% believe that climate change is making life in their country worse or much worse (compared to 8.6% who see no effect and 17.8% who view it as better or much better).


Table**: SSA Average
	Question
	Yes
	No
	Worse/Much Worse
	Same
	Better/Much Better

	Previously Heard of Climate Change
	
58.2%
	
39.3%
	
	
	

	Climate Change Needs to be Stopped
	
77.1%
	
22.9%
	
	
	

	Climate Compared to 10 Years Ago
	

	

	
50.9%
	
17.3%
	
18.6%

	How Climate is Affecting Life in the Country 
	
	
	
70.2%
	
8.6%
	
17.8%




Despite the recognition of a changing climate, information and education regarding solutions appear to be lacking. For example, one Congolese professor lamented changing rainfall patterns and deforestation, while at the same time littering habitually. Adams et al. (2016) suggest that as environmental protection becomes more and more integrated into public policy, a virtuous cycle will occur whereby the public’s perception about the environment will be positively changed. However, incorporating environmental studies into school curricula and spreading information on how to contribute to environmental protection will also likely be productive strategies.  

The next section will explore the relationships between climate change, urbanization, and political regime, and will present novel analyses using the ND-GAIN variable and sub-variables discussed previously in the data and methodology section.


Results and Findings

Urbanization and Climate Preparedness

Table * shows that urban growth rate is negatively associated with a higher ND-GAIN score. This suggests that countries which are less prepared and/or more vulnerable to climate change are experiencing higher rates of urbanization increases. This negative correlation between a country’s ND-GAIN score and its urban growth rate suggests that climate change is at least partially driving urbanization in SSA nations, which supports the virtual consensus in the literature.

Governance Readiness is also negatively correlated with urban growth rate, whereas Vulnerability and Lack of Adaptive Capacity are both positively correlated with urban growth rate. These results are expected, since a higher degree of vulnerability to climate change will likely drive people from the countryside into the cities, and since a higher degree of climate preparedness will allow people to remain on farms and weather through climate disruptions.

The lack of significance for industry and unemployment suggest that push factors are driving urbanization more so than are pull factors. The significant positive correlation between agriculture (value added) and urbanization is a bit puzzling at first glance, as one would expect a healthy agricultural sector to keep people from moving to urban centers from rural areas. This relationship is explored in more depth below. All variables retain the same signs and levels of significance when controlling for year fixed effects (see Appendix). 


Table *
	
	(1)
	(2)
	(3)
	(4)

	VARIABLES
	Urban Growth Rate
	Urban Growth Rate
	Urban Growth Rate
	Urban Growth Rate

	
	
	
	
	

	FDI(%GDP)
	0.0208***
	0.0189***
	0.0216***
	0.0187***

	
	(0.00407)
	(0.00419)
	(0.00408)
	(0.00411)

	GDPpc(log)
	0.402***
	0.288**
	0.225**
	0.633***

	
	(0.106)
	(0.121)
	(0.101)
	(0.131)

	Agriculture
	0.0195**
	0.0338***
	0.0173*
	0.0264***

	
	(0.00969)
	(0.00978)
	(0.00977)
	(0.00967)

	Industry
	0.00219
	0.0133
	0.00101
	0.0104

	
	(0.00979)
	(0.00996)
	(0.00983)
	(0.00979)

	Unemployment
	-0.0123
	-0.0120
	-0.0213
	-0.00367

	
	(0.0230)
	(0.0239)
	(0.0230)
	(0.0234)

	ND-GAIN
	-0.284***
	
	
	

	
	(0.0395)
	
	
	

	Vulnerability
	
	10.43**
	
	

	
	
	(4.958)
	
	

	Governance Readiness
	
	
	-15.74***
(2.222)
	

	
	
	
	
	

	[Lack of] Adaptive Capacity[footnoteRef:3] [3:  “Lack of” is added here for clarity, given that a lower Adaptive Capacity score is preferable to a higher one.] 

	
	
	
	15.62***
(2.702)

	
	
	
	
	

	Constant
	10.89***
	-4.991
	6.322***
	-12.35***

	
	(1.568)
	(3.341)
	(1.123)
	(2.608)

	
	
	
	
	

	Observations
	824
	824
	824
	824

	R-squared
	0.094
	0.039
	0.092
	0.073

	Number of id
	44
	44
	44
	44


Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Country Fixed Effects


I use a series of interaction terms to try and tease out the relationships between climate scores (ND-GAIN, Governance Readiness, and Lack of Adaptive Capacity) and urban growth rate by observing how these relationships change in different agricultural contexts (i.e., when the value added growth of the agricultural sector is higher, negligible, and negative). (All interaction terms included here control for logged GDP per capita.)

Figure * shows the relationship between ND-GAIN score and urban growth rate, and how this relationship changes depending on different agricultural contexts. As can be seen, the ND-GAIN climate score negatively correlates with urbanization growth rate, and the magnitude of this negative correlation increases as the growth rate of agriculture (value added) increases. This means that as ND-GAIN scores increase, urbanization rates will be lower; and this is especially the case when the agriculture sector is doing well. This suggests that fewer peoples are leaving rural, agricultural areas for cities when the agricultural sector is doing well. There is less need to migrate to cities in contexts of high adaptability (high ND-GAIN scores) and higher agricultural productivity (high Agriculture value added growth rate). Thus, higher agriculture (value added) + higher ND-GAIN = lower urbanization rates. 
Figure *





























Similarly, Figure ** indicates that higher Governance Readiness corresponds to lower urban growth rates, even in contexts of poorer Agricultural sectors (negative growth rates), but to a greater extent (higher magnitude) in contexts of higher agricultural value added growth. Thus, Governance Readiness + agriculture (value added) = lower urbanization. 

Figure **































Figure *** shows the relationship between Vulnerability and urban growth rate, in different agricultural contexts. While the relationship between urban growth rate and Vulnerability is insignificant when agriculture (value added) growth rate is negative and when it is relatively low (up to 15%), the relationship becomes significantly positive when agriculture (value added) growth rate is higher (above 15%). This suggests that a higher degree of vulnerability to climate change will induce people to flock to the cities when agriculture is an important sector of the economy.
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Figure ****
























Figure **** demonstrates that Lack of Adaptive Capacity is positively correlated with urban growth rate, and that the magnitude of this increases as agriculture (value added) growth rate increases. This makes sense, for lacking the capacity to adapt to climate change will encourage people to move from the countryside into cities in all agricultural contexts, but this will especially be the case when a larger sector of the economy depends on agriculture. Having adaptive capacity may therefore offset the negative effects of climate change and limit the need to flee to cities. Thus, Lack of Adaptive Capacity + agriculture (value added) = higher urbanization.


Regime Type and Climate Preparedness

As Table ** shows, Polity score is positively related to both the overall ND-GAIN climate score and the Governance Readiness score, yet both have quite small coefficients (yet, it must be kept in mind that the sub-variables operate on scales of 0-1). Lack of adaptive capacity is negatively correlated with Polity IV, as expected, though this relationship is not statistically significant[footnoteRef:4].  [4:  Note that the relationship between Polity and Lack of Adaptive Capacity becomes positive and significant when year fixed effects are controlled for, yet the coefficient is extremely low (0.000559); even considering the 0-1 scale of Lack of Adaptive Capacity, this is negligible.] 


Urbanization is negatively correlated with ND-GAIN and governance readiness, and is negatively correlated with lack of adaptive capacity. These findings all supports the hypothesis that a country’s level of preparedness for climate change will correspond to lower rates of urbanization.

A one unit increase in Polity IV score corresponds to approximately a 0.034 unit increase in a country’s overall ND-GAIN climate score, a 0.002 increase in the country’s Governance Readiness score, and there is no significant relationship between a nation’s Polity and Lack of Adaptive Capacity score. Of course, regime type will be able to affect the Readiness portion of the ND-GAIN score, but it will not affect the exogenous Vulnerability portion of the score. We should therefore expect Polity to have a greater effect on Governance Readiness, and keeping in mind that Governance Readiness operates on a scale of 0-1, we see this to be the case.

As expected, urban growth rate is negatively correlated with both the overall ND-GAIN climate score and the Governance Readiness score, and is positively correlated with Lack of Adaptive Capacity.







Table **
	
	(1)
	(2)
	(3)

	VARIABLES
	ND-GAIN
Score
	Governance Readiness
	[Lack of] Adaptive Capacity

	
	
	
	

	Polity IV
	0.0359**
	0.00186***
	-7.80e-05

	
	(0.0147)
	(0.000558)
	(0.000207)


	GDPpc(log)
	0.866***
	0.0158***
	-0.0113***

	
	(0.0913)
	(0.00346)
	(0.00128)


	Urban Growth
	-0.219***
	-0.00780***
	0.000972**

	
	(0.0315)
	(0.00119)
	(0.000442)


	Urban Pop
	0.0410**
	-0.00234***
	-0.00349***

	
	(0.0162)
	(0.000614)
	(0.000228)


	FDI(%GDP)
	0.0137***
	0.000675***
	-9.85e-05**

	
	(0.00299)
	(0.000113)
	(4.20e-05)


	Resource Rents (%GDP)
	-0.0185***
(0.00567)
	-0.00127***
(0.000218)
	-7.11e-05
(7.97e-05)

	
	
	
	

	Constant
	29.65***
	0.402***
	0.908***

	
	(0.531)
	(0.0202)
	(0.00746)

	
Observations
	
870
	
850
	
870

	Number of id
R-squared
	46
0.296
	45
0.137
	46
0.542

	
	
	
	


Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Country Fixed Effects




I use another series of interaction terms to try and clarify the relationships between regime type (Polity IV) and climate scores (ND-GAIN, Governance Readiness, and Lack of Adaptive Capacity), by observing these relationships in different urban growth rate contexts. (All interaction terms included here control for logged GDP per capita.)

FIGURE*
























As shown by FIGURES*, **, and ***, the relationships between Polity and (1) the ND-GAIN climate score, (2) Governance Readiness, and (3) Lack of Adaptive Capacity are all stronger as the urban growth rate increases. Specifically, the magnitude of the positive relationship between Polity and ND-GAIN increases as urban growth rate increases. Similarly, the magnitude of the positive relationship between Polity and Governance Readiness increases as urban growth rate increases. And lastly, the magnitude of the negative relationship between Polity and the Lack of Adaptive Capacity and increases as urban growth rate increases.

These graphs seem to suggest that countries with higher Polity scores (i.e., more democratic regimes) are reacting to increasing urbanization by improving their adaptation to climate change. That is, more democratic regimes tend to have better climate change scores, especially in contexts of higher urbanization rates. Thus, Polity IV + higher urbanization rates = better climate preparedness.

These relationships either remain the same or, as is true in most cases, become even stronger when urban growth rate is lagged one and two years (see Figures******** in Appendix, in addition to several other supporting graphs**).

FIGURE**
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Conclusion

To briefly sum up, the findings here support the idea that climate change in indeed a push factor contributing to rising urbanization rates across SSA. Good political institutions—namely, democratic regimes and higher state capacity—appear to be mitigating factors that are able to improve a country’s preparedness for the adverse effects of climate change, which in turn may reduce the need for rural residents to migrate to cities, thereby moderating urbanization rates. The findings also support the rural bias theory that democratic governments will actively seek to address the most pressing concerns of their rural constituencies.

The question remains, however, as to what governments can do to improve their adaptive capacity and readiness for climate change, if they are inclined to do so. The following section offers some strategies proposed by the literature, as well as some original policy recommendations.


Possible Adaptation Strategies and Policy Recommendations

Collier et al. (2008) assert that the direct adverse effects of climate change on SSA nations are aggravated by high agricultural dependence and low adaptation capacity. These authors argue that climate change adaptation primarily involves a private-sector response that includes the relocation of people, changes to the sectorial structure of production, and changes to crop patterns. For them, the government’s primary role is to provide information and incentives, and to promote a business-friendly economic environment.

Musah-Surugu et al. (2018) suggest that NGOs can effectively help promote climate change preparedness through three primary mechanisms: direct climate service provisions, climate advocacy, and local empowerment. They emphasize the last, and argue that assisting in local adaptive capacity building may be especially beneficial when the most marginalized people are targeted. They stress that such interventions ought to resonate with local interests and that local project caretakers should be trained before the NGO leaves.

Other scholars look at what SSA governments themselves can do, often by focusing on addressing the indirect results of climate change (e.g., urbanization and reduced income). The International Labor Organization (ILO), for example, promotes government provision of greater social protections as an adaptation strategy (WESO 2018), whereas Henderson et al. (2017) urge industrialization as the best way to absorb incoming rural-to-urban migrants. Dell et al. (2014) suggest that expanded integration into global markets will increase technology transfers and innovation, thereby leading to better adaptation. The critical and often missing factor in all of these strategies, however, is possessing adequate funding; the institutional capacity required for implementing these strategies is also critical and often lacking among SSA governments.


Policy Recommendation

Another strategy for SSA governments who want to augment their climate change adaptive capacity is to look to country models with similar contexts. Country models serve as common policy recommendations in comparative politics and in the African politics literature, yet this has not been emphasized amongst climate change scholars who focus on SSA. Rwanda and Botswana are offered here as two country models that other SSA countries could seek to immolate, incorporating modifications and adjustments as their specific contexts prescribe.

Rwanda has very publicly committed itself to promoting sustainable development and has put climate change at the heart of its policymaking (World Economic Forum 2016). The Director of the United Nations Environment Program (UNEP), Achim Steiner, has asserted that Rwanda stands as an example that other African nations can follow (The New Times 2011). He commended President Paul Kagame’s regime, leadership, and determination to address environmental issues, and specifically praised Rwanda’s ban on plastic bags (ibid.). This ban on plastic bags is taken very seriously, as officers are stationed at the borders to confiscate contraband bags upon entry. Image 1 shows a collection of plastic bags seized at the border of Gisenyi (on the Rwandan side) and Goma (on the DRC side). Relatedly, Image 2 shows the vast difference between the two sides of this border in terms of litter; the DRC side is strewn with trash on the ground, while the Rwanda side is impeccably clean. This is thanks in part to monthly locally-organized “volunteer” (which are more mandatory than optional) days; activities range from community construction projects to cleanup endeavors. Image 1
Photo credit: Jené, 2017


Other pro-environment policies include Kigali’s bi-monthly “no car days,” where certain parts of the capital city are closed to motor vehicles from 7am to 10pm (Mbabazi 2018); the country’s Green Fund, which boasted an investment fund of around $100 million as of 2016 (the largest of its kind in Africa) and which is earmarked for efforts to achieve the 2050 goal of a low-carbon and climate-resilient economy (World Economic Forum 2016); and efforts to plant trees and restore depleted land (ibid.). There even also been a positive change is forest coverage (+6.9% in 2008) thanks to active plantation efforts; this contrasts to neighboring nations which suffer from forest coverage losses (Bogaert et al. 2008). 

There is also legal acknowledgement of environmental rights and duties. Rwanda’s Constitution stipulates in Article 22 that “Everyone has the right to live in a clean and healthy environment,” and Article 53 states “Everyone has the duty to protect, safeguard and promote the environment. The State ensures the protection of the environment. A law determines modalities for protecting, conserving and promoting the environment (Rwanda 2003 Constitution). Moreover, Rwanda’s Environment Management Authority (REMA) displays impressive capacity, with an interactive website[footnoteRef:5] that offers transparency (e.g., lists of relevant laws, regulations, policies, protocols, and conventions) as well as a wealth of information (e.g., publications, reports, guidelines, and other useful resources). [5:  www.rema.gov.rw/index.php?id=2] 
Image 2
Photo credit: Jené, 2017
















The Rwanda model has been praised by other African policymakers, including the Ministre de l’Environnement et Tourisme[footnoteRef:6] of the Lualaba province in the DRC. He commended the ban on plastic bags specifically, as he lamented his country’s significant environmental problems (including deforestation and pollution) without offering any concrete plans to address them. Certainly, the Rwanda model cannot simply be transplanted to other countries; Rwanda’s success has been based the leadership’s dedication to commit finances and enforce policies. Rwanda is hardly a democracy (indeed, its latest Polity IV score is -3), yet it has comparatively high levels of state capacity. Kagame is a relatively unchecked executive (having been in office sine 2000), and while many scholars and citizens alike criticize him for being repressive and strict—and the lack of civil liberties in the country should certainly not be discounted or overlooked—in terms of environmental policies his administration has generally proven to take a progressive approach to environmentally protection. [6:  Daniel Kapend Kapend, Ministre de l’Environnement et Tourisme; interviewed: October 20, 2017.] 


Botswana offers another potential model for climate change adaptation in SSA. The country boasts relatively high ND-GAIN scores (47.65 in 2016) compared to the rest of SSA, and it has the highest average Governance Readiness score over the years (with a peak of nearly 0.7 in 2003, and most currently with 0.66 in 2016). Botswana also has consistently had high Polity scores (currently an 8), as well as comparatively high GDP per capita, which are both likely contributors to its high climate scores.

Botswana also has a long history of enacting environmental protection policies. For example, it passed the Atmospheric Pollution Prevention Act in 1971, and more recently the Environmental Impact Assessment (EIA) in 2010 (Akinola et al. 2017). The EIA is under the purview of the Ministry of Environment, Wildlife and Tourism (MEWT), and “is a process and technique used to predict and evaluate the environmental consequences of human development activities and to plan appropriate measures to eliminate or reduce adverse effects and to augment positive effects[footnoteRef:7].” It also established the National Committee on Climate Change, which is under the direction of the Department of Meteorological Services (DMS) (Gwebu 2002). [7:  Republic of Botswana, Ministry of Environment, Wildlife and Tourism (MEWT):
www.gov.bw/en/Ministries--Authorities/Ministries/Ministry-of-Environment--Wildlife-and-Tourism/Tools--Services/Services--Forms/Application-for-Environmental-Impact-Assessment-Clearance/. Accessed February 27, 2019.
] 


Botswana has also been a signatory of a number of international environmental agreements, including the United Nations Framework Convention on Climate Change (UNFCCC) and the Southern African Development Community (SADC), which is a commitment to the development of environmentally sustainable energy technologies (Gwebu 2002). The country has also taken part in a number of pilot programs, including the Industrial Energy Management and the Industrial Energy Conservation projects (Gwebu 2002). Furthermore, the mineral sector is hugely important to Botswana’s economy, and Botswana has created a unique policy that provides for the reinvestment of its resource rents back into the national economy, thereby avoiding a fall into the “resource curse” trap (Lange et al. 2003).

While Rwanda and Botswana provide general models of countries with pro-environmental policies and which are actively seeking to prepare their countries and citizens for climate change, it is important to remember that each country, and in some cases even sub-regions of countries, will have different contexts that require different adaptation strategies. While country models within SSA may be the most applicable to fellow SSA nations (rather than importing models from other regions, for example), creating country-specific programs of adaptation will likely prove to be the most successful approach. International organizations and NGOs may best be able to aid SSA countries by facilitating scientific, economic, and political research surrounding the various current and future-projected impacts of climate change. Following this, such organizations may further help by working closely with local actors and assisting in the development and implementation of adaptation plans once the local context is understood in terms of the specific vulnerabilities to climate change and existing capabilities for preparation. Future research ought to focus on orchestrating such country-specific research and designing country-specific plans.
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